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Given that we were using only billing data to build

generalizable models for all customers, we had lim-
Project Motivation & Problem Statement ited methods we could leverage. We tested the below
mentioned univariate forecasting methods on compa-
nies from each cluster.
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ferent methodologies together efficiently.
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Figure 3: Using XGBoost to correct daily predictions



