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Dataset
Context: Wayfair is a leading online retailer in the home goods industry with 25M products across — o f .. |
1600+ categories. They own many classification models where the predicted probability needs to be ;Ne COH];II)I ed O‘irg.ata by ex}t; ATALTE 0O ‘I’ar 1ogslmter111a
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Wayfair’s products and competitors’ products to optimize pricing strategy. and agents’ review data using 5 Google Cloud Platform.
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& Enhance the credibility of model predictions 002 7L Beds 0-68 Match

Evaluated by offshore agents to
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& Alleviate frequent model retraining challenges,

. Keurig K-Express Singl | =M | ‘M \
which can take up to 3 months | Nia Upholstered Accent €|~ e : ! 5M 4 O OM 1 6 O O I
- Keurig K-Express Coffee Maker, Single by Ke“y ClcrkSOn Home E;EEEFEE:::EEEZEZQOS:;;SWitm
' fi)ppf)rtusn ities to Sup%) Ot 22+ prOdUCtlon models Cp“pd . Competitor product Wayfair Products Competitor Products Product Categories
rivin OM annual revenue orpeTaTprote
&5 Score: 96% Score: 23%

mmm Methodology mes

The focus is to develop a generic model calibration framework to improve the reliability and accuracy of predictions from different machine learning
models. Hence, we conducted extensive research on various calibration methods, and implemented four efficient calibration methods for the binary
classification scenarios. In addition, we designed 5 classifier metrics and 6 calibration metrics to evaluate these models,

where Accuracy, AUC, and Binary-ECE are the most important. Calibration Methods

(Multiclass methods are detailed in report)
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Evidence Graph Raw Predictions o Calibration is sent to offshore agents for evaluation.
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Experimentation
c Determining data granularity 9 Determining optimal bin size 9 Determining minimum sample size
Median Binary_ece vs. Number of Bins Median Binary_ece vs. Training Sample Size
We experimented with two training As calibration metrics are ... We assessed the N
variants: (a) training separate models for sensitive to the number of W relationship between 4
each product category, (b) training a bins used, we tested various _ °* training sample size >
single model using the entire dataset. bin sizes (1 to 20) and 5 and Binary ECE. Larger o i
Testing on granular category data and the observed that as bin size & | sample size leads to £ | I |
entire dataset showed that calibration increases, errors increased. o reduced errors. The :
using each product category data was the The optimal bin size is 7 min sample sizeis100 ™
most effective approach. where an elbow occurs. NEAEEEEEEEEEEEEEEEEEN for isotonic calibrator.  co{ - —
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Reliability Diagram: Model Comparison
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Mean Predicted Probability & For categories with limited : : .
Model trained with per-category data (7 bins). The reliability diagram (left) compares predicted training sampl es ( <10 O) use Select the lead 1mage of products
robabilities (x) against observed frequencies (y) where diagonal line represents perfect calibration. . . U
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- The isotonic calibrator consistently achieves the best calibration on the entire dataset. and visual appeal
performance, reducing 49% of the Median Expected Calibration Error : . .
. .y S . & Use the Binary ECE threshold  predict customer intent through
(Binary ECE) while maintaining 0.75 AUC compared to current baseline. of 0.1 to achieve 1 aud; o
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multiple calibration metrics, making it easier to choose the best model. rate of 80%. provide guided solutions to agents
s Deliverables s Impact Next Steps

& Multi-class Calibration: Explore new use
cases and extend to multi-class models
for broader applicability.

lli Methodology presentation outlining
the key approaches used in the project I] u [I ﬁ

Real-time calibration: Investigate
® methods to maintain accuracy amid

Production-ready codebase for easy Calibration Error Approximate Opportunities to dvnamic data chanees
deployment into production pipeline Reduced by expected lift of support over y &¢S-
0) / M 2 2 Optimize feature engineering: Enhance
Documentation detailing the 4 9 O 1 5 model performance by selecting relevant
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= ' implementation details and compared to baseline in annual revenue production models utilized for training ML models.
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